


































Exp: 3. STUDY OF NUCLEAR cOUNTING STATISTICS 

3.1 INTRODUCTION 

Systematic errors control the accuracy of a measurement. Thus, if the systematic errors 
are small, or if you can mathematically correct for them, then you will obtain an accurate 

stimate of the "true" value. The precision of the experiment, on the other hand, is related 
to random errors. The precision of a measurement is directly related to the uncertainty in 
the measurement. 

Random errors are the statistical fluctuations during a measurement. If these values are 
too close to each other, then the random errors are small. But, if the values are not too 
close, then random errors are large. Thus, random errors are related to the reproducibility 
of a measurement. 

3.2 STATISTICALANALYSIS OF DATA 
To minimize these errors, one should have good understanding on "Statistical analysis of 
data". 

3.3. DEFINITIONS 

Mean Mean is the average value of a set of (n) measurements in an experiment. 
Mathematically it is defined as 

N, +N, + N,+.. N = n 

N 

Mean, is also called as average value. 

Deviation: Deviation is the difference between the actual measured values and the 

average value. Deviation from the mean, d; is simply the difference between any 

data point N, and the mean. We define this by 

d= N- N 

When we try to look at the error or average deviation, the value probably will become 

zero because, we may have both positive and negative values which get cancelled. 

Yet an average value of the error will be desirable, since it tells us how good the data 

is in a quantitative way. Therefore we need a different way to obtain the measure or 

the scatter of the data. 
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Variance ()& Standard Deviation (o) 
One way is to obtain standard deviation (o) which is defined as 

2 

*Gt...+d 

(n 1) 

1 
(n-1) i=1 

From this o= (o) ", we see no negative sign and indicates average error contribution. 

We find that all the deviations make a contribution. We call the term o as variance. 

Standard deviation is a square root of the variance, which is widely used to indicate 

about the spread of our data. 

d (for large samples) i=1 n 

The definition of the standard deviation differs slightly for small samples. It is defined 

as follows: 

1 
(n-1)1 O (tror small samples) 

3.4 MEASURING BACKGROUND RADIATION 

In this section, several basic experiments are described to demonstrate the statistical 

nature of radioactive processes. The importance of statistical methods in analyzing data 

and estimating measurement uncertainties is also covered. 

The G.M. detector registers pulses even when not exposed to radioactive sources. These 

pulses are caused by natural and man-made radioactive isotopes found in our environment, 

and also by cosmic radiation. The background radiation varies with time and depends on 

the local environment, the building material, shielding and the weather. Hence, the 

background count rate (counts per second) should be recorded before and after carrying 
out measurements. 

In the following discussion, the total number of counts recorded for a counting period w 

be indicated by N (for countrate: N) and background counts by B (background rate: B, 
The net count rate is given by N = (N-BT (where Tis the counting period in seconds). 
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3.5 EXPERIMENT (AA) 

Make standard set up by connecting G.M. Counting System GC 601A/602A th 

GM. Detector placed in the optical bench or GM stand as shown in figure (2 or 3) 

Remove the radioactive source from the source holder and set the preset time to 1n 
sec and take a set of 10 readings of the Background and tabulate them as showni 

table no. (3a). 

Now plot a bar graph for number of counts registered versus the Index Number as 

wn in 

shown in fig 11. 

2 3 5 6 7 8 9 10 
Index No. 

BG Counts/10 sec 19 
1 

28 19 26 16 18 23 
14 16 15 

Table 3.a: Background counts registered for 10 seconds. 

Now repeat the experiment, to have large data counts. Store the data for 100 sec. and take a set of ten such measurements as shown in table (3.b) 
Plot these no. of counts Vs index no. as shown in fig (12) 

Index No. 2 3 4 5 67 9 |10 BG Counts/100 sec 199 209| 186 200 187 212 184 196 194 180 Table 3.b: Background counts registered for 100 seconds. 
By comparing these two figures (11&12) we can deduce one of the most important laws of the measurement of radiation. 
The spread in measured values decreases as the number of pulses registered increases. 

Set a Preset time of 100sec. Take a set of 100 Readings of Background Counts and tabulate them as shown in Table 3.c. 



Table 3.c 
BG Counts/ 100sec Average Value (Ni-N)2 Ni-N 

Sl.No 
(Ni) N 

19 4 16 
15 

0 0 
19 

-9 81 
10 

0 0 
19 

F6 36 
25 

4 
17 

16 15 

18 

5 25 14 

-4 16 15 10 

-6 36 13 11 

+1 1 20 12 

4 17 13 

4 17 14 

4 17 15 

4 21 16 

18 17 

9 3 16 18 
+6 36 25 19 

0 19 20 
+4 16 23 21 
+3 9 22 22 
+3 9 22 23 
6 36 13 24 

1 20 25 
4 17 26 

49 27 26 

64 8 11 28 
3 9 29 16 

+1 1 20 30 
1 18 31 
3 9 32 16 
2 4 17 33 
4 16 34 15 
4 16 35 15 
0 36 19 

+4 16 37 23 

0 38 19 
4 16 39 15 

+5 25 24 40 
+1 1 41 20 

25 42 14 

1 43 18 
+5 25 44 24 
+8 64 45 27 
1 

46 18 
+3 9 47 22 
+6 36 25 

4 
48 

17 49 
1 18 50 
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Table 3.c continued 

Average Value 
(Ni-N)2 

BG Counts/ 100sec 

(Ni) 
Ni- N 

SI.No 
N 

9 +3 19 
1 

22 51 

4 
18 52 

9 
21 53 
16 

16 
54 

15 
1 

55 
+1 20 56 

16 
4 

57 
17 

36 
58 

+6 25 
9 

59 

16 
36 

60 

-6 3 61 

19 

4 

62 

-2 17 
81 

63 
+9 28 

121 

64 

+11 30 
4 

65 

+2 21 

36 

66 

+6 5 

1 

67 

20 

1 

68 

18 
9 

69 

2 

36 

70 

+6 25 

9 

71 

+3 22 

16 

72 

-4 15 

1 

73 

+1 20 

49 

74 

+7 26 

64 

75 

-8 11 

49 

76 

-7 77 .2 

36 +6 78 5 

36 -6 79 13 

9 +3 80 2 

49 81 2 

9 +3 82 22 

9 83 6 

9 84 16 

4 +2 
85 21 

25 86 14 

4 87 17 

9 +3 
88 22 

81 +9 
89 8 

0 
90 19 

16 -4 
91 5 

81 +9 
92 28 

49 +7 
93 26 

4 
94 17 

+T 
95 20 

1 
96 20 

16 +4 
97 23 

25 
14 

5 
98 

16 
23 

+4 
99 

20 
+1 

100 

Total: 1867 
Total: 1907 
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3.6 STATISTICAL ANALYSIS OF RESULTS 

We have already defined mean, variance and standard deviation at the beginning of this 

chapter 
These parameters for the above set of tabulated background readings (Table 3.c) can be 

calculated as follows: 

1907 
100 

= 19.07 19 Mean Value :N 

: o2 1 n Variance 
(Ni - N? = 1867 = 18.67 (for large samples) 

n1 100 

Standard Deviation :o V18.67 = 4.32 
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Measurement of Background in 10 Sec 

naliil 2 3 5 8 9 10 

Se es2 19 14 16 15 28 19 26 16 18 23 

Fig. (11) Plot of no. of Counts with T=10s (for 10 measurements) 

No of counts in T=100s for 10 measurements 

250 

200 

150 

100 

1 2 3 4 5 6 8 9 10 

Sa es2 199 205 186 20 187 212 184 196 194 180 

Fig.(12) Plot of no. of Counts with T=100s (for 10 measurements) 
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3.7 INTERPRETATION OF THE RESULTS 

The results follow a Poisson distribution on which practically all radioactivity 
measurements are based. The results show that the mean value N is nearly 

equal to the variance o; this is characteristic of the Poisson distribution. 

The variance in any measured number of counts is therefore equal to the mean 

value of counts. 

The square root of variance, the standard deviation is a measure of the scatter of 

individual counts around the mean value. 

The above measured results of mean, variance and standard deviation follow Poisson 

distribution. Results show that the mean value (N) is almost equal to the variance ( 

which is characteristic of the Poisson distribution. 

As a thumb rule, we can say the following: 

For a large number of observations of the same event, 

50.0% of observations fall within the interval N - 0.6740 and N+0.6740 

68.3% of observations fall within the interval N-16 and N+ 16 

90.0% of observations fall within the interval N-1.640 and N+1.64 

95.0% of observations fall within the interval N -20 and N+ 2 

99.0% of observations fall within the interval N-2.586 and N +2.58 

99.7% of observations fall within the interval N-3o and N 30 
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3.8 EXPERIMENT (B) 
To illustrate that for number of counts recorded being high, Poisson distribution follows 

closely normal or Gaussian Distribution. 

PROCEDURE 

Make standard counting setup as shown in figure (1) 

Place a Beta source about 2cm from the end window of the detector. 

Record counts typically for a preset time of 25sec, and take 50 data readings. 

Compute Mean, Deviation and Standard Deviation and tabulate the readings 

as shown in Table 3.d Also compute other values, as indicated in the table. 

Table 3.d 

(N-NYo N= (Ni-NJ (Rounded oft) 
.No. N; (Ni-N) 

803 13 28. 0.46 5 

2782 
3 802 

4 775 
5 780 

6 803 

-8 28. 1 -0.25 0 

0.42 
-0.53 

12 28.1 0.5 
-15 28.1 -0.5 

0.5 

0.5 
28.1 -0.35 

0.46 
-10 

13 28.1 

800 

841 
28.1 0.35 
28.1 1.81 

10 0.5 
8 51 

9 802 12 28.1 0.42 0.5 
28.1 -0.96 10 763 

11 
-27 -1.0 

28.1 0.10 793 
12 783 
13 773 

3 0 
28.1 -0.24 

-17 28.1 -0.60 -0.5 
14 785 28.1 -0.17 0 

15 810 20 28.1 0.71 0.5 
16 802 12 28.1 0.42 0.5 
17 796 6 28.1 0.21 0 

18 796 6 28.1 0.20 0 
19 824 34 28.1 1.20 1.0 

786 
21 771 
22 

20 28.1 -0.14 

28.1 
-4 0 

-19 -0.6 -0.5 
741 

23 762 
-49 -1.74 

28.1 -0.99 
28.1 

28.1 2 
-28 

-1 
24 809 19 0.67 0.5 
25 764 -26 28.1 -0.92 -1 
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Table 3.d continued 

(Ni-N)/a VN= (Ni-No (Rounded off) 
28.1 -0.60 -0.5 

S.No. Ni (Nj-N) 

26 773 -17 
27 779 -11 28.1 -0.39 -0.5 

28. 1 0.07 0 

28.1 0.99 

28 792 2 

29 818 28 1 

779 -11 28.1 -0.5 
2 

30 -0.39 
31 745 -45 28.1 -1.60 
32 769 -21 28.1 -0.74 -0.5 
33 791 1 28.1 0.03 0 
34 823 33 28.1 1.17 

-1 
-1 
0.5 

35 763 -27 28.1 -0.96 

36 767 -23 28.1 -0.82 
37 807 17 28.1 0.60 

28.1 2.24 
| 28.1 

38 853 63 2 

39 790 0 0 

40 764 26 28.1 -0.92 1 

41 762 -28 28.1 99 -1 

42 825 35 28.1 1.24 

43 775 -15 28.1 -0.53 -0.5 

44 791 28.1 0.03 0 

1.13 
-0.21 
-0.35 

-0.24 
0.82 
-0.17 

45 822 32 28.1 
46 784 6 28.1 

-0.5 
0 

47 780 -10 28.1 

48 783 

49 813 
50 785 

28.1 
28.1 23 

-5 28.1 0 

The average count rate for 'n' independent measurements is given by 

.. 
+ N, = 790 N =N,+ N, + 

The deviation of an individual count from the mean is (N,-N). From the definition N, it is 

clear that 

n 
(N-N) = 0 

i1 
The Standard Deviation o = vN 



3.9 EXERCISE 
Make a plot of the frequency of rounded off events (Ni - N) Vs. the rounded off values. 

Fig (13) Below shows ideal situation which is a Gaussian or Normal Distribution. 

STUDY OF NUCLEAR COUNTING STATISTICS 

16 

14 
2 

6 -FAHM 
**** 

2 

1 2 3 

ROUHDED 0F VALUES 

Fig (13). Plot of Frequency of Occurrence Vs Rounded of Values 

Two important observations can be made at this point, about gaussian distribution & figure 

obtained above. 

The distribution is symmetric about the mean value. 

Because the mean value is large, the adjacent values of the function are not 

greatly different from each other. i.e., the distribution is slowly varying which is 

the expected behavior of a normal distribution. 

3.10 EXAMPLES 
fa measurement of 10s duration yields 3 pulses, the result is correctly expressed 

N=3+1.7 in 10s or Z = (0.3+ 0.17) 1/s as v3 = 1.7 
In experiment 1 in the first 10 measurements, i.e., after 100 s, 30 pulses were 

counted. The result would be N = 30 +5.5 in 100 s or Z (0.30 +0.055) 1/s. 

After 100 measurements in Experiment 1, i.e., 1000 s, 286 pulses were 
cOunted.The result would be N = 286 +17 in 1000 s or Z= (0.286 + 0.017) 1/5 

If you compare the errors indicated for the count rate Z in the examples 1 and yo 

can see that a counting period which is 100 times longer (or 100 measuremen 
leads to a result where the measurement uncertainty is 10 times smaller. T tne 

is divided by the count time T 

sult 

N N N 

T T V 1= Z+ + 

T VT VT 
The uncertainty in the count rate Z is therefore proportional to one over the su quare 

root of the counting period T. 
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